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Abstract— This research implemented sensor fusion to predict 

the occupancy status of a residential building. A room in a 

residential building located in Edmonton, Alberta was used as 

the testbed for this study. To predict the occupancy, data 

including room temperature, relative humidity, CO2 

concentration, and day of the week were collected from March 

to April 2022. The actual occupancy status of the room was 

collected using a Passive Infrared (PIR) motion sensor and the 

data sheets filled by the occupants.  The study considered four 

different machine learning algorithms including K-nearest 

neighbors (KNN), Gaussian Support Vector Machine (SVM), 

Artificial Neural Network (ANN), and Decision Tree (DT) to 

predict the state of occupancy and compared the accuracy of 

these methods. The results showed KNN method outperforms 

the other methods by reaching the Geometric Mean (GM) 

accuracy of 94% for occupancy prediction. In addition, it 

investigated the sufficiency of temperature and humidity 

sensors for occupancy detection and studied the importance of 

using recent data for occupancy prediction in residential 

buildings. 
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I.  INTRODUCTION  

Residential and commercial buildings are the largest 

energy-consuming sector in the world. They are responsible for 

40% of all primary energy usage in the US and EU [1]. In 

Canada, residential and commercial/institutional sectors 

consume around 30% of the total energy consumption in the 

country. Among all the energy users in the buildings, space 

heating and cooling account for 66% and 59% of the energy 

usage in Canadian residential, and commercial buildings 

respectively [2, 3].  

Despite all the efforts in the building industry to reduce 

energy consumption and emission production in the building 

sector, the building industry is still responsible for one-third of 

the greenhouse gas emissions worldwide [4]. Although new 

projects such as energy-zero buildings and green buildings 

have increased energy efficiency, but due to the rapid growth in 

the building sector, and world population the energy 

consumption in the building sector is expected to increase 

globally for the next 30 years by 1.3% [5]. To this end, 

methods and tools to decrease the energy consumption of 

buildings are highly needed. 

One of the effective methods in a Building Energy 

Management (BEM) system to reduce the heating/cooling load 

of a building is detecting occupancy behavior in a building and 

adjusting Heating, Ventilation, and Air Conditioning (HVAC) 

operation accordingly [6]. The temperature range based on 

human comfort in occupied spaces depends on different 

parameters such as relative humidity, activity level, clothing, 

etc. The comfortable temperature for an occupied space varies 

from 19.5 °C to 27 °C based on ASHRAE 55 standard [7]. In 

the winter time, when a space in a building is unoccupied, the 

temperature can be lower depending on the minimum safe 

temperature to avoid freezing in a building and the minimum 

ventilation requirement to avoid forming mold. Although it is 

difficult to find a unique thermostat temperature for unoccupied 

buildings during the cold season, the temperature range 

between 12 °C to 16 °C is commonly used to avoid any 

damage to the building and save energy [8, 9]. This can reduce 

the heating load while the building is not occupied; thus, it 

reduces the building’s energy consumption. 

Occupancy-based control systems in buildings can reduce 

energy consumption significantly. The study in [10] shows the 

possibility of up to 80% savings in energy consumption by 

using an occupancy-based feedback control system. Another 

study reported around 30% energy saving by using an 

occupancy pattern in a conference room of a commercial 

building [11]. To this end, effective and low-cost methods for 

occupancy detection are of high interest for buildings. 

Despite numerous studies conducted for 

commercial/educational buildings to develop occupancy 

models, residential buildings have not received the same 



   

attention in the literature. Fig. 1 compares the studies that use 

residential and non-residential buildings as their testbed. 

The fact that residential buildings consume more energy 

than commercial and institutional buildings [12] along with the 

previously stated statistics, determines the need for more 

research to detect and predict occupancy in residential 

dwellings. 

 There are different methods which can be used to detect 

the occupancy in buildings without human intervention 

including:  

• Video camera 

• Passive Infra-Red (PIR) Motion detection sensor 

• Radio frequency (RF) sensor 

• WLAN, Wi-Fi and Bluetooth usage 

• Sensor fusion 

Among the above-mentioned methods, video cameras, 

motion detection sensors, sensor fusion, and Wi-Fi usage 

provide the highest to the lowest accuracy of occupancy 

detection respectively [13]. 

Despite the accuracy of cameras, due to strict privacy 

policies and costly equipment, using these methods is not 

feasible all the time, specifically for residential buildings [6, 

14, 15]. Devices, such as laptops or smartphones, connected to 

the Wi-Fi network have been used to determine/count 

occupancy mostly in commercial buildings [16, 17]; however, 

for residential buildings, its accuracy will decrease significantly 

since all devices normally connect to one access point despite 

being in different zones in the house [16]. PIR accuracy can be 

used at a low cost; however, sometimes the lag in the sensor 

response can cause inaccuracy in the result [14].  RF signal 

technology is another tool for occupancy detection that has 

been studied in the building industry [18-21], but it requires a 

large number of reference points and its accuracy drops when 

reference points are not sufficient [14].  

Using sensor fusion can provide accurate occupancy 

information for the building control system without creating 

any privacy issues; however, implementing this method usually 

needs data from multiple sensors such as CO2, temperature, 

humidity, light, etc. Some of these sensors could be expensive 

for a residential building, but in recent years some of these 

sensors are already installed in residential buildings for other 

reasons e.g., safety or being integrated into other smart devices 

such as smart appliances. 

The accuracy of occupancy prediction in the studies that 

combined sensor fusion and data-driven classification models 

for occupancy prediction varies between 60% to 98% [22]. A 

wide range of classification algorithms including Artificial 

neural network (ANN) [23], Support Vector Machine (SVM) 

[24], K-Nearest Neighbors (KNN) [24, 25], hidden Markov 

model (HMM)[6, 24] and Decision Tree [6] have been 

implemented in the literature for occupancy prediction. 

In this study data including CO2, temperature, relative 

humidity (RH), and day of the week is collected to (1) compare 

the performance of different classifiers for occupancy 

prediction, (2) investigate the sufficiency of temperature and 

humidity sensors for occupancy detection as these sensors are 

common and affordable even in residential buildings and can 

easily be installed in different rooms, (3) study the importance 

of using recent data for occupancy prediction in residential 

buildings. 

The structure of the paper is as follows. Section II describes 

the experimental testbed in this study, the data collected for this 

study and the sensors that have been used to collect data. 

Section III explains machine learning algorithms used to 

predict the room's occupancy state and compare their 

performance. Furthermore, it discusses the possibility of using 

temperature and humidity data for occupancy detection. 

Finally, Section IV discusses the summary and conclusion of 

the study. 

II. TEST-BED AND DATA COLLECTION 

The testbed in this study is a bedroom on the second floor 

of a half-duplex residential house located Southwest of 

Edmonton, Alberta. A CO2 sensor, model RTR-576 with an 

RTR500BW data collector made by T&D, was installed in the 

bedroom which collects and saves CO2 concentration, 

temperature, and humidity in the room. Fig. 2 shows a 

schematic of the house and bedrooms on the second floor. In 

addition, sensor specifications used in this study are presented 

in Table 1.  

The time interval for the data collection has been defined as 

one minute. To collect the ground occupancy data, a PIR  

motion sensor was added to this room. The PIR data were 

cross-referenced with the occupancy data sheet filled by the 

residents of the building to validate the occupancy information 

generated by the machine learning model based on the 

environmental data.   
Figure 1: Comparison of the number of studies using occupancy detection 

methods in residential and non-residential buildings, using the data from 
[22]. 



   

The building is equipped only with a heating system which 

provides heat during the cold season (i.e., September to May). 

The heating system is fitted with a TRANE Upflow left-

induced draft gas furnace (Model: TUE1B080A9361A) that 

runs with natural gas. 

Data including CO2 concentration, temperature, and 

humidity were collected from March 4th, 2022, 12:00 a.m., till 

May 7th, 2022, 08:55 a.m. Considering the recording interval 

of one minute, 278,088 data samples were collected in total, for 

92,696 minutes.  Based on the data for the actual occupancy, 

the room was occupied for 21,006 minutes out of 92,696 

minutes.  

In addition, a Monnit wireless PIR motion detection sensor 

along with a log sheet filled by the occupants was used to 

record the actual state of occupancy in the room. 

III. MACHINE LEARNING CLASSIFIERS 

For this study, four different classifiers that reported high 

accuracy for occupancy prediction in the literature [26-31] 

were used to predict the state of occupancy in the room. These 

classifiers include (1) k-nearest neighbors (KNN), (2) artificial 

neural network (ANN), (3) Gaussian support vector machine 

(SVM), and (4) decision tree (DT). Fig. 3 depicts the inputs and 

output of these classifiers. CO2 concentration, room 

temperature, relative humidity, and day of the week were 

defined as predictor features, and the state of occupancy was 

considered to be predicted.  

 KNN finds the k nearest training points based on a selected 

distance metric such as Euclidean, and Chebyshev and then 

classifies the test point according to the label of most of those k 

points [32]. A neural network feeds the input layer to the first 

hidden layer of the network and performs the activation 

calculation which can be chosen from different functions e.g., 

sigmoid, ReLU, etc.  The output of each layer will be 

calculated by summing the input and applying the transfer 

function to it. After calculating the output of the network, the 
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Figure 2: a) North view of the house, b) schematic of the second floor and 

sensor’s location. 

 
 

Figure 3: Structure of the classifiers and inputs and output of the model 

Table 1: Sensor’s specifications. a) T&D RTR-576 Sensor. b) Monnit 
wireless PIR motion detection sensor 

a) 

 
 

b) 

 



   

weight of each neuron will be modified by using a 

backpropagation algorithm to minimize the error [33]. SVM 

classifiers label the data by forming hyperplanes to separate the 

data and then try to maximize the margin between the 

hyperplane and the data to increase the confidence of 

classification [34]. Finally, the decision tree splits parent nodes 

into child nodes by using the input variables till getting into the 

pure nodes or reaches the stopping rule [35]. The design 

parameters for the four classifiers used in this study are shown 

in Table 2. 

 As the state of occupancy in the room is not balanced (23% 

occupied and 77% unoccupied), Geometric Mean (GM), is 

used instead of accuracy to measure the performance of the 

classifiers. In the case of imbalanced data, accuracy can be 

highly affected by the dominant class, but GM considers the 

performance of both major and minor groups; thus, it won’t 

overfit or underfit the imbalance classes [36].  

 GM = ((TP / ( TP+FN ))  ( TN / (TN +FP ))) 0.5 (1) 

Where; TP: True Positive, FP: False Positive, TN: True 

Negative, and FN: False Negative 

Data collected from March 4th to April 3rd, 2022, were 

used to train models. 70% of the data were randomly selected 

to train and validate the model and the rest was used to test the 

models. In addition, five-fold cross-validation was 

implemented for training and validation of the model to avoid 

any overfitting. 

MATLAB Classification Learner Toolbox was used to train 

and test all four algorithms. A comparison between their GMs 

is presented in Fig. 4.  

In addition, the confusion matrix for all four algorithms 

while using four features including room temperature, relative 

humidity, CO2 concentration, and day of the week for 

predicting the occupancy can be seen in Fig. 5. Both GM and 

confusion matrix show that the KNN model provides the best 

performance by predicting the occupancy with more than 90% 

accuracy.   

If all four features are used for the occupancy prediction, all 

algorithms provide high-quality occupancy data which can be 

used by the building control system to optimize energy 

consumption. Unfortunately, CO2 sensors are expensive and 

cannot be used widely in residential buildings. To investigate 

the possibility of using the most available data in residential 

buildings such as room temperature and relative humidity, all 

the algorithms were trained and tested using all features except 

CO2 concentration.  

Fig. 6 depicts the performance of different algorithms while 

removing CO2 concentration data. Despite the decrease in the 

accuracy of the models after removing CO2 as one of the 

features, the KNN method can predict the state of occupancy in 

the room accurately by having the room temperature, relative 

humidity, and day of the week. 

To study the effect of having a lag between the data used 

for training the model and the data used for making the 
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Figure 4:  Geometric Mean for four occupancy prediction models. All 

models used the same standardized data. 

 
Figure 5:  Confusion matrices for occupancy detection test using 

different ML algorithms with four predictor features (i.e., Troom, CO2, 

RH, and Day of the week). 

Table 2: Design parameters of the four classifiers used in this study. 

 



   

prediction, the KNN, ANN, SVM, and DT models were used to 

predict the state of occupancy for four different weeks. As can 

be seen in Fig. 7 accuracy of using a model that has been 

trained by data obtained a month ago drops dramatically. This 

can be explained as occupancy in residential buildings changes 

during the year. The outside activity during spring and summer 

could be different from activities during fall and winter, and 

these changes in the occupant behavior should be captured by 

the model, otherwise, a model that has been trained based on 

the data collected during summer, cannot predict the occupancy 

in winter accurately.  

To make sure a model performs accurately during the year, 

the times that can change the occupant behavior should be 

identified and the model should be trained again with the data 

collected close to those occasions.  

IV. SUMMARY AND CONCLUSION 

This study investigated KNN, ANN, SVM, and DT 

algorithms to predict occupancy in one bedroom of a 3-

bedroom residential house. The input data to these algorithms 

include room temperature, relative humidity, CO2
 

concentration, and day of the week. Among all four algorithms 

which have been used in this study, KNN provides the best 

performance in both cases of adding or removing CO2 

concentration by achieving 94% and 81% GM respectively. 

Despite the decrease in the performance of ANN model (from 

86% to 74%) after removing CO2 concentration from predictor 

features it still can be implemented for occupancy detection 

even with limited sensor data. 

Considering the reasonable performance of occupancy 

prediction models by using room temperature, day of the week, 

and relative humidity, further research can be conducted to use 

environmental data from different zones in the house to 

determine the occupancy in each zone. The state of occupancy 

along with other available data can be fed into an advanced 

control system e.g., a model predictive control system to 

minimize the energy consumption in the house in real-time.

 
Figure 7: The performance of models trained using data collected between March 3rd and April 4th for predicting occupancy for the unseen data. 
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Figure 6: Geometric Mean, while CO2 concentration has been 
removed from predictor features. All models used the same 

standardized data. 
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